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ABSTRACT
Fine-tuning large models can be computationally expensive, posing
a challenge for individual users, especially those lacking expertise
and computational resources, to create customized models. While
many remote servers are available for large-scale training, directly
sending raw data to servers may lead to significant security con-
cerns. To improve data privacy, one can divide the model into a
small local module and a large remote module, train the local mod-
ule with their data and send only intermediate output to a remote
server for further training. This approach is called split learning.
However, recent studies have shown that split learning, even with-
out raw data sharing, is still not immune to data reconstruction
attacks as the intermediate output carries information about the
input data. In this paper, we focus on uncovering the elevated data
leakage vulnerabilities in large generative AI models like Stable
Diffusion, in the context of split fine-tuning. We show that the
adversary has more advanced knowledge about the client than
usual, as demonstrated through our devised data reconstruction
attacks. To enhance the security of split fine-tuning when faced
with data reconstruction attacks, we design a novel defense based
on self-attacking and dropout technique for accommodating vary-
ing privacy leakage risks from different cut layers, which protects
the intermediate output while having the least impact on model
utility and training efficiency compared with the state-of-the-art
split learning defenses.
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1 INTRODUCTION
With the swift progress of generative artificial intelligence, large
text-to-image diffusion models, most notably Stable Diffusion [27]
models, have attracted an astonishing level of interest over the
past two years, due to their exceptional ability to generate high-
quality images simply from a text prompt. Individuals now have
numerous access to user-friendly online interfaces that allow them
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to use pre-trained diffusionmodels for artistic purposes and creative
production with ease, without the need for extensive technical
knowledge or expertise. They can further personalize the generated
outputs for a specific subject, such as themselves or their pets,
by using techniques like DreamBooth [29], which allows large
diffusion models to be fine-tuned using just a few (e.g., 3-5) images
of that subject.

However, the inherent risk of violating data privacy is a major
concernwhen it comes to uploading personal images to public cloud
platforms for remote fine-tuning, as sensitive data can be potentially
exposed to unauthorized access or misuse. On the other hand, al-
though locally fine-tuning large Stable Diffusion models guarantees
data security, it may require a considerable amount of computa-
tional resources and technical expertise. Moreover, many models
(such as proprietary models from MidJourney) are not openly avail-
able or free for personal use. These factors collectively motivate the
deployment of split learning [34], which allows users to fine-tune
pre-trained Stable Diffusion models more safely.

Split learning makes clients fine-tune models in a decentralized
fashion without sending private data to the server. Instead, each
client first sends its data through the first several layers of themodel,
which are held locally, and then sends the intermediate output of the
first several layers to the server, which is responsible for training
the remaining portion of the model. Since the client only has access
to the first several layers, split learning does not require the entire
model to be shared with clients, alleviating potential concerns from
themodel providers. In addition, split learning is sufficiently general
and can be readily applied to any neural network architecture [34],
making it feasible for multiple users to collaboratively train or
fine-tune any model while preserving data privacy.

However, recent studies have found that, even though only in-
termediate output is transmitted from client to server with split
learning, it is still vulnerable to private data leakage. At first glance,
split learning should be privacy-preserving: the server does not
have any knowledge of the parameters and structure of the client-
side model, or the freedom to query the client. This is contrary
to the assumptions commonly made in model inversion attacks,
which aim to reconstruct inputs given the outputs of the target
model [7, 9, 22, 40, 43]. Whether model inversion attacks are effec-
tive in the context of split fine-tuning remains an open question.

In the recent literature, new data reconstruction attacks that
were specifically tailored for collaborative inference [13] and split
learning [8, 11] were proposed. These attacks allowed an honest-
but-curious adversarial server to first reconstruct a functionally
similar model to the client model, and then use it to recover the
raw data input from the intermediate output received from the
client. However, these attacks primarily focused on conventional
deep neural networks, such as LeNet-5 [20], ResNet-18 [12], and
VGG-16 [30] for image classification tasks. It remains largely un-
explored how private data may be effectively reconstructed from
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intermediate output when large and complex models, such as Stable
Diffusion, are used in split learning.

When fine-tuning Stable Diffusion models, a user has the ability
to use any set of private images, which makes it almost impossible
for an adversarial server to predict or be aware of the specific dataset
used. As a result, the effectiveness of attacks that rely on training a
shadow client model [11, 13, 26] may be greatly diminished, as they
rely on the availability of public datasets with similar distributions
to the target ones. In addition, fine-tuning typically requires fewer
training steps compared to training a model from scratch. This may
render attacks such as FSHA [26] and PCAT [11] ineffective, as they
relied on the ability to train auxiliary models for data reconstruction
on the server along with the long-term training process of the
primary models. These observations put the adversarial server at a
disadvantage, as it may not have the same level of capabilities and
knowledge during fine-tuning compared to the process of training
a model from scratch.

On the flip side, while split fine-tuning imposes restrictions on
the server’s ability to launch attacks compared to split learning, it
grants the server additional knowledge. Despite the lack of white-
box or blackbox access to the client model during fine-tuning, the
adversarial server most certainly has the knowledge of the complete
pre-trained model before fine-tuning starts. This gives the server
a significant advantage, as the network structure is transparent,
and the pre-trained client model can be directly used as a func-
tionally similar model, eliminating the need of reconstructing the
client model from scratch as in the UnSplit attack [8]. Furthermore,
compared to other networks, the unique structure and forwarding
path of the U-Net [28] in the Stable Diffusion model pose a greater
challenge to preserving data privacy. Previous research [11, 13],
which suggested that splitting the neural network at a later layer
could reduce the private information in intermediate output, is no
longer applicable in this scenario, because the client is required to
transmit not only the intermediate output of the cut layer but also
the intermediate outputs of previous network blocks to the server.

In this paper, we carry out an in-depth evaluation and analysis of
the security of split learning, with a particular focus on preserving
data privacy when fine-tuning large generative AI models like Sta-
ble Diffusion. We revisit existing threads of model inversion attacks
and make adjustments to accommodate the threat models within
the context of split fine-tuning, fully considering the advantages
and disadvantages of the adversary’s knowledge and capabilities.
Building upon the refined threat models, we devise model inver-
sion attacks that are specifically tailored for split fine-tuning of the
Stable Diffusion model, taking into account the intricate network
structure and the model’s input, including both image and text
prompt. Through this process, we uncover potential vulnerabilities
involved in the split fine-tuning process. Our observations have
revealed that the risk of data leakage is significantly higher with
Stable Diffusion, compared with conventional models.

Drawing from these observations and insights regarding privacy-
preserving split learning, there is an urgent need to develop a
defense mechanism. In this paper, we propose a new defense mech-
anism specifically designed to protect the split fine-tuning process
over Stable Diffusion models. In particular, we employ the idea of
self-attacking, wherein an auxiliary neural network is trained on
the client side in advance to reconstruct its own data, as a means to

quantify the information leakage within the intermediate output of
the cut layer as compared to the input data. On top of it, we apply
a dropout layer to the image latents, with an adaptive dropout rate
determined by the quantified information leakage. We evaluate
the effectiveness of our proposed defense and state-of-the-art de-
fenses especially designed for split learning, including NoPeek [35]
and NoiseDefense [32]. Our results demonstrate that our defense
mechanism can effectively mitigate privacy risks while achieving
fine-tuning performance comparable to that of the model without
defense. Our defense exhibits the smallest drop in CLIP score [14]
and CLIP directional similarity [10] compared to other defenses,
indicating minimal impact on the fine-tuned model’s utility, while
increasing training time by only 1.8% ∼ 4%.

2 PRELIMINARIES AND RELATEDWORK
2.1 Split Learning
As an alternative to conventional federated learning, split learn-
ing [34] advocates that machine learning models should be split
between the client and its server, and then trained in a distributed
manner. Intuitively, split learning addresses the need of fine-tuning
large foundation models (such as Stable Diffusion) well, as these
large models may not be trained entirely on the client device. In-
stead, the client trains a deep neural network up to the cut layer
and sends the intermediate output at the cut layer to the server,
where forward propagation continues on the remaining portion of
the model after the cut layer. The server then calculates the loss for
backpropagation and sends the gradient down to the cut layer back
to the client to complete the backward pass.

Computing loss on the server side requires the client to share
corresponding labels along with the intermediate output. However,
this approach may not be secure if the labels contain sensitive
information. To eliminate this concern, split learning also allows a
U-shaped configuration that ideally protects the labels and the raw
data. In this configuration, the server only maintains the middle
layers of the model and leaves the end layers to the client. The
client is responsible for generating the loss locally and initiating
the backpropagation. The client then sends the gradients from the
end layers to the server to continue the backward pass through
the middle layers. Fig. 1 shows the difference between vanilla and
U-shaped split learning configurations. We only consider the U-
shaped split learning in this work, as it provides great protection
to clients’ private labels.

Split learning is a powerful tool for privacy-preserving distributed
machine learning that safeguards not only raw data but also model
architectures and parameters. Nevertheless, recent work has shown
that the intermediate outputs sent from clients to servers can still
reveal information about the corresponding training data and can
be exploited to reconstruct the raw data samples.

2.2 Data Reconstruction in Split Learning
Model inversion attacks have become a well-established technique
for reconstructing data samples using feature representation output
from the machine learning model. In the literature, two lines of
approaches have been proposed: optimization-based attacks that use
gradient descent to exploit the target model [9, 22], and training-
based attacks that involve training a separate attackmodel [7, 40, 43].
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Figure 1: Split learning with or without label sharing.

However, these standard model inversion attacks are not directly
applicable to split learning, primarily because the learning model
is divided across multiple devices where the server lacks access
to the client model’s network structure or parameters, and the
ability to query clients with specific data. As a response to this
challenge, several model inversion attacks specifically tailored for
split learning have been proposed.

In optimization-based attacks, the adversary requires whitebox ac-
cess to the target model — that is, knowledge of its parameters — to
perform backpropagation for optimization, but the server involved
in split learning has no information about the parameters of the
client model during training. To address this limitation, UnSplit [8]
incorporates model stealing [25, 33] to allow an honest-but-curious
server to construct a functionally similar model to the client model
and recover target input samples, with only the knowledge of the
client model’s network structure.

In training-based attacks, the adversary trains a model that learns
the mapping from the intermediate output to the input data. The
feature-space hijacking attack (FSHA) [26] involves a malicious
server completely disregarding primary training tasks and actively
hijacking the learning process of the distributed model with the
objective of training three additional attack models for reconstruct-
ing clients’ private data. PCAT [11] trains a pseudo-client model to
mimic the functionality of the client model, even in the absence of
knowledge about the client model’s network structure. This pseudo-
client model is then used to build a reverse mapping that enables
private data reconstruction. To train those auxiliary attack models,
public datasets that are relevant to the same learning task or have a
similar distribution to the target dataset are necessary. GLASS [21]
utilizes advanced StyleGAN models [18] that are pre-trained on
diverse data distributions. This strategy allows GLASS to harness
the abundant prior knowledge available in public data, thereby
enhancing data reconstruction capabilities for split learning.
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Figure 2: The major components of Stable Diffusion and the
forwarding process through DreamBooth fine-tuning.

Optimization-based attacks are advantageous when no auxiliary
data is available, as they directly optimize a dummy input without
the need for external datasets. However, their reliance on iterative
gradient descent makes them slower and more computationally
expensive, especially for high-resolution images or large models,
since multiple iterations are required to optimize the dummy data
effectively. In contrast, training-based attacks allow the decoder to
infer input data from intermediate outputs in real time, eliminating
the need for repeated optimization as seen in optimization-based
attacks. However, the success of this approach largely depends on
the quality and relevance of the auxiliary dataset. The server must
also have substantial knowledge of the client’s data distribution,
which may not always be feasible in real-world scenarios. If the
auxiliary data poorly reflects the client’s data, the decoder may fail
to generalize, resulting in inaccurate reconstructions. Moreover,
the setup for training-based attacks is more complex, requiring
considerable time and computational resources to design and train
a model that closely mirrors the client’s model.

To mitigate privacy leakage from intermediate outputs in split
learning, several research efforts have been proposed. NoPeek [35],
which introduces a novel loss function, aims to prevent informa-
tion leakage by incorporating distance correlation between the raw
data and the intermediate output at the cut layer, alongside the
conventional classification loss during model training. NoiseDe-
fense [32], which can be regarded as a local differential privacy
mechanism [3], applies Laplacian noise to the intermediate output
before transmission from clients, preventing data reconstruction
by the server.

2.3 Fine-Tuning Stable Diffusion
Stable Diffusion (SD) is an advanced latent diffusion model that
excels at generating high-resolution images from text [27]. Un-
like operating directly in the high-dimensional image space (with
dimensions of 512 × 512), SD operates in a representative and low-
dimensional latent space (with dimensions of 4 × 64 × 64). During
the text-to-image generation process, SD begins by generating a
random tensor in the latent space, which serves as the initial im-
age. The text prompt is then processed by a text encoder, which
converts it into 77 token embedding vectors, each consisting of 768
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dimensions. The U-Net model functioning as a noise predictor takes
the noisy latent and token embeddings as inputs and iteratively
estimates the noise within the latent space and subtracts this esti-
mated noise from the latent. Finally, the decoder of the Variational
Autoencoder converts the denoised latent into the final image in
pixel space. Additionally, SD is capable of transforming one image
into another based on a given text prompt. In this scenario, SD first
compresses the input image into the latent space using the encoder
of the Variational Autoencoder, without losing any information. It
then introduces noise to the latent representation before feeding it
into the U-Net for further processing and generation.

DreamBooth is an advanced technique used for fine-tuning a
pre-trained Stable Diffusion model, which can implant a subject
into the output domain of the model using only 3 to 5 input images
of the subject. These images are accompanied by a text prompt
containing a unique identifier followed by the class name of the
subject [29]. One of the most significant advantages of DreamBooth
is its ability to achieve impressive fine-tuning results using such
a small dataset, making it ideal for personalized image generation
tasks where collecting large amounts of data may be impractical
or unnecessary for the user. For example, a user can simply take a
few selfies from different angles to fine-tune the Stable Diffusion
model for generating an anime version of themselves.

Low-Rank Adaptation (LoRA) is an adapter-based technique
commonly used to improve the efficiency of fine-tuning, especially
for large models with a vast number of parameters [16]. Rather
than interfering with the original model, this method adds small
task-specific adapters to the pre-trained model, which can preserve
the pre-trained model’s general functionality while only adapting
to the target task. By leveraging LoRA, we can achieve an additional
reduction in training parameters and time for Stable Diffusion on
the client side when combined with split learning.

2.4 Splitting The U-Net
The key components of the Stable Diffusion v1.4 model and the
forwarding process involved in fine-tuning with DreamBooth are
illustrated in Fig. 2. The resulting loss obtained in each training iter-
ation will be used to update the parameters of the U-Net. The solid
black arrows in the U-Net’s data forwarding flow represent the in-
termediate outputs that are propagated from one DownBlock to the
next through max-pooling. Meanwhile, the dashed arrows between
each DownBlock and its corresponding UpBlock indicate that the
output from the DownBlock is also forwarded to its symmetric
UpBlock.

When applying split learning to Stable Diffusion, it is crucial
to recognize the symmetric structure and forwarding path of the
U-Net. The choice of where to split the network has a direct impact
on three key factors: the computational burden on the client, the
communication cost required to transmit intermediate outputs be-
tween the client and server, and the potential for data leakage from
the transmitted outputs.

If the network is split after any DownBlock, the intermediate
data sent from the client to the server includes the outputs of both
the current DownBlock and all preceding ones. Splitting at a later
DownBlock results in more intermediate data being transmitted,
which increases communication costs and heightens the risk of

data leakage. For example, as illustrated in Fig. 3a, when the client
handles the prior components along with DownBlocks 1 and 2,
while the server handles the remaining network, the client sends
the outputs of both DownBlock 1 and DownBlock 2 to the server.

On the other hand, if the network is split after any UpBlock, the
intermediate data transmitted includes the output of the current
UpBlock and the outputs of the DownBlocks that correspond to the
remaining UpBlocks. In Fig. 3b, for instance, when the network is
split after UpBlock 3, the client sends the outputs of DownBlocks
1 and 2, along with the output of UpBlock 3, to the server. Unlike
splitting at a DownBlock, splitting at a later UpBlock reduces the
amount of intermediate data transmitted but places a heavier com-
putational burden on the client, as fewer operations are offloaded
to the server. This compromises one of the key advantages of split
learning — transferring a significant portion of the computational
workload to the server to ease the client’s load.
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(a) Splitting the U-Net after DownBlock 2
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(b) Splitting the U-Net after UpBlock 3

Figure 3: Examples of splitting the U-Net in Stable Diffusion.
Components highlighted in red are maintained by the split
learning client, while components highlighted in green are
maintained by the server.

Therefore, splitting the network after an early DownBlock is
more practical and beneficial for the client, considering both its
limited computational resources and the need for privacy preserva-
tion, as it significantly reduces the local computational burden and
requires the transmission of only a minimal amount of intermediate
results. It becomes particularly interesting to investigate whether
the output of DownBlock 1 reveals any information about the input
data, as this output must be sent to the server regardless of the
chosen splitting strategy.

Given these considerations, our study focuses on splitting the
model at DownBlock 1 and examining potential data leakage from
its intermediate output. Additionally, we explore the data leakage
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from subsequent DownBlocks to assess the relationship between
network depth and the informativeness of the outputs.

3 DATA RECONSTRUCTION ATTACKS ON
SPLIT FINE-TUNING STABLE DIFFUSION

3.1 Threat Model
The adversary can be any participant in the collaborative learning
that has access to the corresponding intermediate output. In our
evaluation, we focus on the split learning server as the potential
adversary who directly receives the intermediate outputs from the
split learning client. The goal of the adversary is to reconstruct the
client’s private data for fine-tuning from the received intermediate
output during the fine-tuning process. Specifically for Stable Diffu-
sion, our focus is on reconstructing the subject-oriented image data
rather than the associated text prompts. During the fine-tuning pro-
cess, we assume that the server is honest-but-curious, who adheres
to the split learning protocol and does not disrupt the collaborative
training for the sake of realizing the data reconstruction. We do
not consider a malicious server, as in FSHA [26], to be an adversary
since the client can easily detect and identify such behavior.

Split fine-tuning provides “pseudo-whitebox” access to the
client model.While split learning effectively hides the model ar-
chitectures and parameters between the client and server, as men-
tioned in Section 2, this feature diminishes during split fine-tuning.
Before the initiation of split fine-tuning, the layers on both the
client and server belong to the same pre-trained model. The server
may possess knowledge of the network structure and the model
parameters of the pre-trained model. This is particularly relevant
for large language or vision models, where numerous checkpoints
are readily available online. For instance, thousands of Stable Dif-
fusion model checkpoints can be directly downloaded from the
HuggingFace Hub [2]. Consequently, even though the server does
not have direct access to the client model during fine-tuning due to
model splitting, it still enjoys full access to the initial pre-trained
model or any other available model checkpoints.

We use the term “pseudo-whitebox” to denote the whitebox
access to the pre-trained version of the client’s model prior to
the split fine-tuning process. This pre-trained model has the same
structure and similar parameters as the model during or after fine-
tuning. Specifically, when employing LoRA [16] to fine-tune Stable
Diffusion, the parameters of Stable Diffusion remain frozen while
the parameters of the LoRA adapter are trained. In this scenario,
the disparity between the fine-tuned model and the pre-trained
model lies within the LoRA adapter trained with the client’s data
and the initial LoRA adapter with random parameters. Since the
structure of the LoRA adapter depends on the structure of the pre-
trained model, attackers do not need to know the LoRA adapter
beforehand, and a pseudo-whitebox access can be performed by
utilizing the pre-trained model and a randomly initialized LoRA
adapter. By having pseudo-whitebox access to the client model,
the server eliminates the necessity of stealing the client’s model
as Unsplit does [8] or constructing a functionally similar pseudo
client model as PCAT does [11].

The subject-oriented data for fine-tuning is unpredictable.
In split fine-tuning, a client and server can perform fine-tuning on
a pre-trained model without the server having any knowledge of

the downstream task or data. For instance, when utilizing Dream-
Booth [29] to fine-tune Stable Diffusion, a client can use a few
images of any subject for personalized text-to-image generation,
and these images may have significantly divergent data distribu-
tions compared to the available public datasets. This can have a
detrimental impact on the performance of data reconstruction at-
tacks in [7, 11, 13, 40], where it is assumed that the server can
access a few data samples for the same learning task. Similarly, data
reconstruction attacks such as GLASS [21], which rely on public
datasets with similar distributions to the client’s data, can also be
affected.

Nevertheless, in order to explore the potential risks in worst-
case scenarios, we assume that the adversary has the capability
to leverage publicly available datasets to aid in data reconstruc-
tion. These public datasets may exhibit either similar or distinct
distributions compared to the client’s private data for fine-tuning.
Additionally, during the fine-tuning process of the Stable Diffusion
model through DreamBooth, the input consists of both subject-
oriented images and a corresponding text prompt describing them.
The resulting intermediate output from the cut layer also encodes
information derived from the text prompt. We make the realistic
assumption that the server has no prior knowledge of the text
prompts used during the fine-tuning process.

In Table 1, we present a summary of threat models we have
derived for fine-tuning Stable Diffusion, in addition to the threat
models for model inversion attacks against centralized learning and
split learning as described in the existing literature. This summary
highlights the advantages and disadvantages in terms of the adver-
sary’s knowledge of the model and data, providing insights into
the unique risks associated with fine-tuning Stable Diffusion.

Optimization-based attacks present a greater risk to split fine-
tuning compared to traditional split learning, largely because the
server in split fine-tuning has a more extensive understanding of
the client-side model — nearly reaching the level of a centralized
learning setting. The server can gain pseudo-whitebox access to
the client’s model, meaning it possesses substantial knowledge of
the pre-trained model’s structure and parameters, even if these are
not fully up-to-date or evolving with training.

Training-based attacks require auxiliary data to train a model
that can reconstruct input data from intermediate outputs. The
less the server knows about the client model, the stronger the
assumptions it must make regarding the target data. When facing
training-based attacks, split fine-tuning presents both heightened
and reduced vulnerabilities compared to traditional split learning.
On one hand, the server’s better understanding of the client-side
model simplifies the construction of an auxiliary model. On the
other hand, the server’s limited knowledge of the client’s training
data makes it more difficult to effectively train the auxiliary model.

3.2 Attack Construction
As depicted in Fig. 4, we have developed both optimization-based
and training-based attacks within the split fine-tuning of Stable
Diffusion framework, in accordance with the practical threat model
discussed earlier. These attacks leverage different levels of knowl-
edge about the client model and its private data, as indicated by the
last two rows in Table 1. During any iteration of fine-tuning, once
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Table 1: The threat models of data reconstruction attacks in split fine-tuning, compared to existing threat models of successful
data reconstruction attacks in other learning settings. Stronger capabilities or knowledge are indicated by darker colors. The
threat models of optimization-based attacks (Opt.) and training-based attacks (Tra.) for split fine-tuning of Stable Diffusion
are presented in separate rows.

Setting Knowledge of model Knowledge of data

None Network
structure Blackbox Pseudo-

whitebox
White-
box No data

Different
distribu-
tion

Similar
distribu-
tion

Training
data
subset

Centralized
learning [22] ✓ ✓

Split learning [8, 13] ✓ ✓
Split
fine-tuning Opt. ✓ ✓

Centralized
learning [7, 40] ✓ ✓ ✓

Split learning
[13] ✓ ✓ ✓ ✓
[11] ✓ ✓
[21] ✓ ✓

Split
fine-tuning Tra. ✓ ✓ ✓

the server receives an intermediate output 𝑧∗ from the client, it can
attempt to reconstruct the corresponding raw data input 𝑥∗ using
either of these two attacks.

Tra.
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Figure 4: The optimization-based (Opt.) and the training-
based (Tra.) model inversion attacks in split fine-tuning.

(Opt.) Our optimization-based attack. In the optimization-
based attack, the server has pseudo-whitebox access to the client
model 𝑓𝑐 and the intermediate output 𝑧∗ transmitted from the client.
To execute the attack, the server initializes a dummy input com-
posed of a dummy image 𝑥 and a dummy text prompt 𝑝 . This input

is then fed into the pseudo-whitebox client model 𝑓𝑐 to generate
the corresponding dummy intermediate output 𝑧. A loss function is
employed to calculate the Euclidean distance between the dummy
intermediate output 𝑧 and the target intermediate output 𝑧∗. By
freezing the parameters of 𝑓𝑐 , the server can perform gradient de-
scent on the dummy data to minimize the loss. As a result, the
dummy data is optimized towards the target data.

In our initialization of the dummy image 𝑥 , we set all pixel val-
ues to 0.5, providing a neutral starting point for optimization. For
the dummy text prompt 𝑝 , we initialize it using padding values,
specifically the token 49407, which represents the end-of-text token
in Stable Diffusion. This token is used by the model when the input
prompt contains fewer tokens than its expected output dimension
of 77. In such cases, Stable Diffusion fills the gap by repeatedly ap-
pending the 49407 token to ensure the prompt reaches the required
length. We have two choices for the optimization objective: either
optimize the dummy image alone or optimize both the dummy im-
age and the dummy text prompt. The effectiveness of these choices
will be compared later in Section 4.1. The algorithm for this attack
is described in Algorithm 1.

(Tra.) Our training-based attack. In the training-based at-
tack, the server leverages the pseudo-whitebox client model 𝑓𝑐 and
auxiliary data to train an inversion model 𝑓 −1

𝑐 . In this setup, the
pseudo-whitebox client model 𝑓𝑐 works as an encoder that converts
raw data into intermediate outputs, while the inversion model 𝑓 −1

𝑐

acts as a decoder that converts intermediate outputs back into raw
data. To execute the attack, the server inputs the auxiliary images
𝑥 ′ and auxiliary text prompts 𝑝 ′ to 𝑓𝑐 and uses the corresponding
auxiliary intermediate outputs 𝑧′ to train 𝑓 −1

𝑐 . The loss function
used in this process is the Euclidean distance between the output of
the decoder 𝑓 −1

𝑐 , denoted as 𝑥 ′, and the original images 𝑥 ′. Once the
6
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Algorithm 1 (Opt.) Optimization-based model inversion attack
against the split fine-tuning of Stable Diffusion

Input: Target intermediate output 𝑧∗
Output: Reconstructed image 𝑥∗
Initialize: Initial dummy image 𝑥1 and dummy text prompt 𝑝1;

pseudo-whitebox client model 𝑓𝑐 with pre-trained parameters
𝜃𝑐

1: for 𝑖 = 1 to 𝑁 do
2: 𝑧𝑖 = 𝑓𝑐 (𝑥𝑖 , 𝑝𝑖 )
3: 𝑥𝑖+1 ← 𝑥𝑖 − 𝜂∇𝑥𝑖 ∥𝑧𝑖 , 𝑧∗∥2 or
(𝑥𝑖+1, 𝑝𝑖+1) ← (𝑥𝑖 , 𝑝𝑖 ) − 𝜂∇𝑥𝑖 ∥𝑧𝑖 , 𝑧∗∥2

4: end for
5: 𝑥∗ ← 𝑥𝑛+1

decoder is trained, the server can utilize it to infer the target inter-
mediate output 𝑧∗ and generate the reconstructed target image 𝑥∗.
The algorithm for this attack is described in detail in Algorithm 2.

Algorithm 2 (Tra.) Training-based model inversion attack against
the split fine-tuning of Stable Diffusion

Input: Target intermediate output 𝑧∗
Output: Reconstructed raw data 𝑥∗; Trained decoder 𝑓 −1

𝑐

Initialize: Pseudo-whitebox client model 𝑓𝑐 with pre-trained pa-
rameters 𝜃𝑐 ; decoder model 𝑓 −1

𝑐 with randomly generated pa-
rameters 𝜃−1

𝑐 ; auxiliary text prompt 𝑝 ′
1: Decoder training phase:
2: for each epoch do
3: for each batch of auxiliary data 𝑥 ′ do
4: 𝑧′ = 𝑓𝑐 (𝑥 ′, 𝑝 ′)
5: 𝑥 ′ = 𝑓 −1

𝑐 (𝑧′)
6: 𝜃−1

𝑐 ← 𝜃−1
𝑐 − 𝜂∇𝜃−1

𝑐

𝑥 ′, 𝑥 ′2

7: end for
8: end for
9: Decoder inference phase:
10: 𝑥∗ = 𝑓 −1

𝑐 (𝑧∗)

As the encoder and decoder serve opposite purposes — one en-
coding data into intermediate outputs, the other reconstructing the
raw data — the decoder can be designed by reversing the structure
of the encoder or by using layers that operate in the opposite direc-
tion. For example, in PyTorch, the Conv2d and ConvTranspose2d
layers are often paired in encoder-decoder architectures, where the
ConvTranspose2d layers upscale the latent representation back to
the original image dimensions, effectively reversing the downsam-
pling performed by the Conv2d layers.

In designing the decoder model architecture, since the adver-
sary has pseudo-whitebox access to the client-side model, we can
leverage the transparency of the encoder’s architecture to construct
a decoder by mirroring the encoder’s structure. By reversing the
order of these layers, the decoder can be constructed to effectively
learn the inverse mapping from intermediate outputs back to the
original data. In Table 2, we provide a brief overview of our decoder
model design for Stable Diffusion when the U-Net is split after a
specific DownBlock. This design will be used in the subsequent

evaluations to assess its performance in reconstructing client’s data
used for fine-tuning.

Table 2: The structure of the decoder network for Stable Dif-
fusion in our training-based attack.

Target model Cut layer (after) Decoder structure

Stable
Diffusion

U-Net’s
DownBlock 1/2/3

UNetMidBlock2DCrossAttn
CrossAttnUpBlock2D

nn.GroupNorm
nn.SiLU

nn.ConvTranspose2d
nn.ConvTranspose2d

nn.Conv2d

4 EVALUATION OF DATA RECONSTRUCTION
ATTACKS IN SPLIT FINE-TUNING OF
STABLE DIFFUSION

In this section, we conduct separate evaluations of the performance
of our optimization-based and training-based data reconstruction
attacks. Our analysis reveals that split fine-tuning with the Stable
Diffusion model exhibits distinctive vulnerabilities to data recon-
struction compared to conventional scenarios.

The pre-trained Stable Diffusion v1.4 model used in our ex-
periments is directly loaded from HuggingFace’s diffusers li-
brary. The fine-tuning process, employing DreamBooth [29] and
LoRA [16] techniques, is facilitated by the PEFT framework [23].
To prepare the client’s data for fine-tuning, we select high-quality
images with a resolution of at least 512× 512 from the DreamBooth
Dataset [29] and online resources [1]. In our experiments, we utilize
four datasets for different fine-tuning tasks, each consisting of 𝑁
images focused on a specific subject: a duck toy (𝑁 = 4), a dog
(𝑁 = 5), Elon Musk (𝑁 = 20), and Tim Cook (𝑁 = 20). In each
fine-tuning task, the model is trained iteratively using one image
of the subject per step, cycling through the dataset. Each image is
used for training a total of 100 times, meaning there are 100 × 𝑁
training steps in total. While data reconstruction can occur at any
training step, we choose to perform the attack around step 400 in
all experiments to ensure consistency, where each image in the
dataset has been used approximately 400/𝑁 times for training.

4.1 The Optimization-Based Attack
In all of the subsequent experiments, we have set the number of
optimization iterations to 20, 000, which is adequate for achieving
convergence through our observations.

Varying levels of knowledge about the clientmodel. In Fig. 5,
we demonstrate the benefits of split fine-tuning when the server
has pseudo-whitebox access to the client model, which refers to
having access to the pre-trained version of the client model before
fine-tuning. We compare this scenario to having full whitebox ac-
cess, where the server has complete access to the latest client model

7
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at any given point during the fine-tuning process. Additionally, we
consider the case where the server is aware of the client model’s
structure and employs UnSplit [8] to construct a functionality simi-
lar to that of the client model for data reconstruction.

UnSplit typically starts with a clone model mirroring the struc-
ture of the client model, yet with random parameters. It then re-
constructs both the parameters and the target images from the
intermediate outputs. However, this attack is likely to fail when
dealing with more complex client model structures and learning
tasks, as the solution space could become excessively expansive for
convergence through gradient descent optimization [11]. In this
experiment, we employ Stable Diffusion v1.1 as the starting point
for UnSplit’s clone model to facilitate its performance.

We note that pseudo-whitebox access renders split learning more
vulnerable to model inversion attacks compared to conventional
split learning setups where the server may or may not even know
the network structure. The efficacy of the pseudo-whitebox attack is
comparable to that of the whitebox attack. Therefore, in contrast to
conventional split learning, split fine-tuning favors the adversary
by obviating the necessity to train a functionally similar client
model from scratch.

GT.

Whitebox

UnSplit

Pseudo.

Figure 5: A comparison of reconstructed images with differ-
ent levels of the adversary’s knowledge of the client’smodel.

Different choices for dummy text prompts and optimiza-
tion objectives. We investigate the effectiveness of our two meth-
ods for initializing the dummy text prompt and two options for
optimization objectives, compare them with the direct use of the
actual text prompt employed during fine-tuning as the dummy text
prompt, and present a representative example in Fig. 6. The actual
text prompt used for fine-tuning the target image on the left is a
sequence of 7 tokens, while the one for the right image is twice as
long, including 14 tokens.

As we can see from Fig. 6, optimizing the image and text prompt
together can harm performance, especially when the text prompt
is already optimal. When the text prompt used for fine-tuning is
longer, the reconstruction quality tends to be relatively worse. We
attribute this to the fact that the text encoder of Stable Diffusion
produces a fixed set of 77 token embedding vectors for a given text
prompt; if the given text prompt has fewer tokens, the remaining

GT.
I I+ P I I + P

True

Padding

Figure 6: A comparison of reconstructed images considering
the adversary’s varying knowledge of the text prompts and
different optimization objectives. The two ways of initializ-
ing the dummy text prompt used for the optimization-based
attack are represented by True and Padding. The optimiza-
tion of the dummy image only is denoted by I, while the opti-
mization of both the dummy image and dummy text prompt
is denoted by I+P.

GT. #Param.

DB1 6.04%

DB2 16.57%

DB3 36.10%

Figure 7: A comparison of reconstructed images when the
model is split at different layers. DB stands for DownBlock.
The numbers in the column of #Param. represents the ratio
of the training parameters at the client to the total number
of training parameters under different cut layers.

spaces are filled with padding values, i.e., 49407. If the actual text
prompt used for fine-tuning is short, it results in numerous padding
values in the token embeddings. In such cases, Padding dummy
text prompt closely resembles the token embeddings of the actual
text prompt. Conversely, if the actual prompt is sufficiently long,
a Padding dummy text prompt may not assist the attacker in re-
construction. Given this finding, we choose to employ the Padding
dummy text prompt and optimize the dummy image only for all
subsequent evaluations of our optimization-based attack.

Different cut layers. We examine the risk of information leak-
age when the network is cut at different layers and show the re-
constructed images in Fig. 7. The numbers listed under Params.

8
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Duck toy

GT.

Same

FFHQ

Dog

GT.

Same

FFHQ

Elon Musk

GT.

Same

FFHQ

Tim Cook

GT.

Same

FFHQ

Figure 8: Results of our training-based attack (Tra.) on different fine-tuning tasks with different auxiliary data. In the row
labeled Same, the auxiliary dataset used is identical to the target private dataset used for fine-tuning.

represent the ratio of training parameters at the client to the total
number of parameters in the model for different cut layers. We
present this to illustrate the trade-off between data leakage from
intermediate output and computational overhead on the client side
when the model is split at various cut layers.

Unlike the findings in previous attacks on traditional convolu-
tional neural networks [8, 11, 13], we observe that in Stable Dif-
fusion, as the model split depth increases, the data leakage from
the intermediate output does not decrease. The reconstructed im-
ages exhibit fewer noises, and features become more pronounced.
What’s worse, the forwarding mechanism of the U-Net necessitates
the sharing of intermediate outputs from previous network blocks
with the server, even when the model is split at a later cut layer. This
suggests that, whether considering reducing computation overhead
or enhancing privacy preservation for the client, splitting the Sta-
ble Diffusion model after a shallow layer like DownBlock 1 is an
optimal choice. Despite this, it highlights the need for a defense
mechanism to protect the intermediate outputs from all blocks.

4.2 The Training-Based Attack
Auxiliary public data.We investigate the training-based attack
on four fine-tuning tasks and compare the reconstruction perfor-
mance when employing a public dataset FFHQ [18] versus directly
using the same fine-tuning dataset to train the decoder. FFHQ is a
high-quality (at 1024 × 1024 resolution) image dataset containing
human faces with considerable variations in age, ethnicity, and
image background. It also provides extensive coverage of facial

accessories such as eyeglasses, sunglasses, and hats. The data dis-
tribution of FFHQ is expected to be similar to that of celebrities’
faces but distinct from that of objects and animals.

As depicted in the row labeled Same in Fig. 8, when the server can
acquire a subset of the fine-tuning data for its decoder training, the
reconstruction precision is very promising. However, the reality
is that subject-oriented fine-tuning data can be heterogeneous,
and the server may only have the assistance of public datasets
where the data distribution can vary. This point is supported by
the results of using FFHQ as the auxiliary data to reconstruct the
duck toy and the dog. The reconstructed duck toy and dog images
using FFHQ data exhibit noticeably worse quality than the images
reconstructed using the same fine-tuning dataset, indicating the
negative impact of using heterogeneous fine-tuning datasets. Even
when the data distribution is similar, as in the case of using FFHQ to
reconstruct celebrities, the disparities between the Same and FFHQ
reconstructed images are smaller compared to the previous case
yet not all facial features can be restored, recognizing the identity
remains challenging.

Different cut layers.We also analyze the reconstruction perfor-
mance of the training-based attack at different model split depths,
as shown in Fig. 9. For this experiment, we use celebrities’ faces as
the fine-tuning data and FFHQ as the auxiliary dataset, both sharing
a similar distribution. It’s noticeable that as the cut layer deepens,
faces in the images become more distorted, and features appear
more fuzzy. Overall, the training-based attack exhibits lower recon-
struction capability than the optimization-based attack, especially
when the distribution of the auxiliary data diverges significantly
from that of the actual fine-tuning data.

9
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GT.

DB1

DB2

DB3

Figure 9: A comparison of reconstructed images when the
model is split at different layers. The auxiliary dataset used
in this scenario is FFHQ.

5 OUR PROPOSED DEFENSE
Thus far, it has become clear that split fine-tuning of large genera-
tive models, such as Stable Diffusion, does not fully preserve privacy.
As a result, developing a robust defense mechanism to protect the
intermediate outputs, which may contain sensitive information
from private input data, is crucial. To address the heightened risk
of data leakage in split fine-tuning, we have designed a defense
mechanism that strikes a balance between ensuring privacy protec-
tion and maintaining minimal impact on model utility and training
efficiency.

5.1 The Design
Recent work such as [39, 44] employed dropout regularization tech-
niques, whichwas initially introduced in [31] to prevent deep neural
networks from overfitting, as a way to protect shared gradients
from gradient leakage attacks. To this end, we propose to apply an
additional dropout layer at the client side on the image latents after
the Variational Autoencoder described in Fig. 2. Instead of setting a
fixed dropout rate, we devise a method to quantify the information
leakage within the intermediate output in comparison to the input
image, in order to provide adaptive protection.

Quantifying information leakage through self-attack. It is
crucial to quantify the information leakage to accurately assess the
extent to which sensitive information from the input data could
be inferred by an adversary. However, quantifying the information
leakage I(𝑧, 𝑥) between the intermediate output 𝑧 and the input
data 𝑥 is inherently complex, particularly when working with high-
dimensional data and sophisticatedmodels like Stable Diffusion [15].
Inspired by a separate study on locally supervised learning [37], we
model the relationship between information leakageI(𝑧, 𝑥) and the
expected reconstruction error R(𝑥 |𝑧), which can be approximated
as follows:

I(𝑧, 𝑥) = H(𝑥) − H (𝑥 |𝑧) ≥ H (𝑥) − R(𝑥 |𝑧)
≈ max[H (𝑥) − R(𝑥 |𝑧)], (1)

whereH(𝑥) andH(𝑥 |𝑧) denote the marginal and conditional en-
tropy of 𝑠 , respectively.

Since H(𝑥) can be treated as a constant [15, 37], we focus on
estimating the reconstruction error R(𝑥 |𝑧), which serves as a proxy
for the amount of information that can be leaked from the inter-
mediate output. To achieve this, we let the client train an auxiliary
decoder 𝑓 −1

𝑅
to reverse the operation of the client-side model and

reconstruct the original input from the intermediate output 𝑧. This
decoder is trained on the client’s own data before fine-tuning be-
gins, making it highly effective at estimating the reconstruction
error for the specific data distribution of the client.

The architecture of the decoder follows the same structure, as
shown in Table 2, and is designed to efficiently map the intermedi-
ate output 𝑧 back to the input 𝑥 . We adopt the mean square error
between the reconstructed data and the input data to represent
R(𝑥 |𝑧). This functions as if the client conducts a self-attack and
utilizes the reconstruction result as a precaution. As the client has
comprehensive knowledge of their data, they can train a more effi-
cient decoder compared to other potential attackers. By leveraging
the self-attacking mechanism, the client can measure the level of
potential information leakage before sending intermediate results
to the server.

Adaptive dropout layer for image latents. During each step
of fine-tuning, the client forwards the input data to the cut layer and
obtains the reconstruction error R(𝑥 |𝑧) by inferencing the trained
decoder 𝑓 −1

𝑅
. Once the reconstruction error R(𝑥 |𝑧) is determined,

we use −R(𝑥 |𝑧) to represent I(𝑧, 𝑥) based on Eq. (1). The next step
is to adaptively protect the intermediate outputs by adjusting the
dropout rate based on the estimated risk of information leakage.

To achieve this, we apply the Sigmoid function to convert the
information leakage to the dropout rate 𝑝 as shown below:

𝑝 =
1

1 + 𝑒−R(𝑥 |𝑧)
, (2)

where the value of 𝑝 is restricted to the range [0, 0.5], ensuring
that the dropout rate remains non-negative and capped. A higher
reconstruction error indicates lower information leakage, leading
to a smaller dropout rate, which preserves more information for
model utility. Conversely, a smaller reconstruction error implies
greater potential for leakage, prompting the use of a higher dropout
rate to mask the sensitive information more effectively.

Unlike other defenses that perturb the intermediate output of
the cut layer [32], we opt to apply the dropout layer to the image
latents before they are fed to the U-Net, to ensure that sensitive
information is obscured at an earlier stage. This decision stems
from the understanding that focusing solely on safeguarding the
intermediate output at the cut layer may not be sufficient to fully
prevent data leakage in Stable Diffusionmodels, where intermediate
outputs from preceding network blocks must also be transmitted to
the server, potentially exposing sensitive information. By applying
the dropout earlier, we address the risk of leakage from multiple
stages of the network, thereby enhancing overall privacy.

5.2 Evaluation of Defenses
For all scenarios, the NoiseDefense’s noise and the dropout layer in
our defense are applied to the hidden states or pixel-related tensors
only in the intermediate output. Following the experimental setup
of the original paper, we set the weight of the distance correlation
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Figure 10: The impact of employing different defense mech-
anisms on the fine-tuning of Stable Diffusion with the duck
toy images.

term in the NoPeek loss function to 1. For NoiseDefense, we set the
noise scale to 10.

Impact of defenses onmodel utility and training efficiency.
Fig. 10 plots the evolution of different metrics over the training steps
during the fine-tuning of the Stable Diffusion model on the duck
toy images. We apply the CLIP score to assess the consistency be-
tween the text prompt for inference and the image generated by the
model from a specific checkpoint [14]. In addition, we utilize CLIP
directional similarity to evaluate the coherence between the ground
truth image and the generated image, paired with their respective
ground truth description and the prompt for inference [10]. The
higher the CLIP score or CLIP directional similarity, the greater the
coherence, and consequently, the better the model utility through
fine-tuning. The prompt used for DreamBooth fine-tuning is “A
photo of a [V] duck toy”, and the prompt for inference is “A photo
of a [V] duck toy swimming in a pool”. The scores are averaged
over 10 generated images corresponding to the inference prompt,
sampled at every 5th checkpoint throughout the 500 fine-tuning
steps, to reduce bias. All the experiments are conducted on the
same machine equipped with an Intel i7-13700K 16-core processor,
128GB DDR5 physical memory, and an NVIDIA GeForce RTX 4090

24GB GDDR6 video card, in the environment of Ubuntu Linux 22.04
with CUDA version 12.3.

As shown in Figs. 10a and 10b, integrating NoiseDefense into
fine-tuning has the most detrimental effect on learning, signifi-
cantly reducing both CLIP score and CLIP directional similarity.
In contrast, NoPeek and our defense cause only a slight decline
in CLIP directional similarity compared to the baseline with no
defense. As shown in Fig. 10c, the total elapsed time remains sim-
ilar across all methods, with our defense causing a slight slow-
down of 1.8%, though the increase is marginal. This suggests that
while our method introduces minor computational overhead, it
does not significantly impact fine-tuning efficiency. The same trend
is observed for the brain MRI dataset, as demonstrated in Table 4
and Fig. 15 in Appendix A.3. In addition, more results on the impact
of fine-tuning effectiveness and efficiency for two smaller models,
ResNet-18 [12] and ViT [6], can be found in Appendix A.3, serving
as supporting evidence for our analysis.

The effectiveness of defenses against data reconstruction
attacks. In the effectiveness evaluations, we consider realistic set-
tings for the server, which has a pseudo-whitebox client model
and access to public datasets such as FFHQ. The Stable Diffusion
model is split after DownBlock 1. While DreamBooth fine-tuning
focuses on a small, subject-oriented dataset, these images predomi-
nantly feature a single object against a simple background. A more
complex dataset may influence the effectiveness of the attacks and
defenses we have studied. To investigate this, we conduct addi-
tional experiments on fine-tuning Stable Diffusion using medical
diagnostic images, which typically contain multiple structures and
more complex spatial relationships. Specifically, we utilize a high-
quality dataset of 13.4K brain MRI images (512× 512) with captions
from HuggingFace1. This dataset was released after the pre-trained
Stable Diffusion checkpoint and was included in its pre-training
phase. For this fine-tuning task, we set the batch size to 4 and the
training epoch to 1.

Brain MRI

Attack Defense MSE↑ LPIPS↑ PSNR↓ SSIM↓

Opt.

No Defense 1.7063 0.6011 -2.3206 -0.2346
NoPeek 1.7202 0.7079 -2.3557 -0.0905
NoiseDefense 1.7231 0.7118 -2.363 -0.0781
Ours 1.7046 0.6349 -2.3163 -0.2161

Tra.

No Defense 0.0639 0.5888 12.1806 0.4149
NoPeek 0.0642 0.5901 12.1437 0.4254
NoiseDefense 0.1158 0.6488 9.4463 0.1178
Ours 0.0658 0.5866 12.0605 0.3667

Table 3: Evaluation of different defensemechanisms against
optimization-based attack (Opt.) and training-based attack
(Tra.) on brain MRI images. Higher MSE and LPIPS values
indicate stronger defenses, while lower PSNR and SSIM val-
ues suggest increased resistance to reconstruction.

1https://huggingface.co/datasets/txz32102/MRI_512

11



Submitted to ASIA CCS ’25, August 25–29, 2025, Ha Noi, Vietnam Anon.

Opt. Tra.
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No Defense
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Figure 11: Comparison of reconstructed images from the optimization-based attack (Opt.) and training-based attack (Tra.)
under different defense mechanisms.

Wepresent example reconstructed images from the duck toy, Tim
Cook face, and brain MRI datasets, generated by the two attacks un-
der different defenses, in Fig. 11. To provide a more comprehensive
analysis across a broader dataset, we also report statistical results
over 100 reconstructed brain MRI images per scenario in Table 3,
comparing them to the ground truth using multiple evaluation
metrics, including mean squared error (MSE), learned perceptual
image patch similarity (LPIPS), peak signal-to-noise ratio (PSNR),
and structural similarity index measure (SSIM). These metrics eval-
uate the difference between the reconstructed and target images
from multiple perspectives: MSE quantifies pixel-level difference
between images, LPIPS quantifies perceptual dissimilarity based
on deep neural network embeddings [42], PSNR measures signal
fidelity relative to noise, and SSIM captures structural similarity
by analyzing brightness, contrast, and spatial patterns [38]. These
metrics are widely used in prior studies to assess image quality and
similarity in data reconstruction attacks and defenses [11, 17, 21, 36].
Additional relevant results can be found in Appendix A.4.

Without any defense, in Fig. 11, brain MRI images exhibit the
highest resistance to reconstruction attacks compared to the duck
toy and Tim Cook face datasets, particularly in the training-based
attack (Tra.), where the reconstructed images appear mostly black,
with only faint outlines and minimal structural details visible. Un-
like single-object images or human faces, which have well-defined
shapes and high-contrast features that aid reconstruction, MRI im-
ages consist of complex textures and subtle variations, making them
significantly harder to recover. However, the optimization-based
attack (Opt.) remains more effective, managing to recover blurred
yet discernible structures.

NoiseDefense provides the strongest protection, as seen in the
heavily distorted reconstructed images, making it nearly impos-
sible to extract any meaningful features from the original data.

This is further confirmed by the high MSE and LPIPS values in Ta-
ble 3. However, this comes at a severe cost to model utility, as
NoiseDefense injects excessive noise into intermediate outputs, sig-
nificantly degrading fine-tuning performance. In contrast, NoPeek
offers moderate protection by enforcing distance correlation con-
straints, reducing reconstruction quality compared to no defense.
However, as seen in Fig. 11, it does not fully obfuscate intermedi-
ate representations, allowing some details to remain recoverable.
Our defense, on the other hand, provides stronger protection than
NoPeek by further degrading reconstruction quality, ensuring that
critical image features cannot be extracted. At the same time, unlike
NoiseDefense, which achieves the strongest privacy protection at
the expense of fine-tuning effectiveness, our defense maintains a
balanced trade-off, preserving model utility while preventing key
feature extraction. This makes our approach a more practical and ef-
ficient defense strategy, offering strong privacy protection without
compromising learning performance.

6 CONCLUDING REMARKS
In this paper, we conducted a thorough evaluation of the risk of data
leakage when using split learning to fine-tune large generative AI
models, with a specific focus on Stable Diffusion models. We show
that the attack is more effective as the adversary has access to the
pre-trained client model, and due to the unique U-Net structure of
Stable Diffusion models, splitting the model at a later layer may not
help mitigate data leakage. With our proposed defense mechanism,
which can be extended to safeguard other models as well, we are
able to ensure that split learning remains a privacy-preserving
training paradigm for collaborative fine-tuning when it comes to
large generative AI models, even under sophisticated attacks.
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A APPENDIX
A.1 Further Discussion on the Threat Model

Assumption
In the attacker’s assumption of knowledge about the client-side
model, model architecture is a crucial factor [8, 26, 33]. Minor modi-
fications, such as small changes in layer width, activation functions,
or dropout rates, may still allow the attack to succeed but with de-
graded reconstruction quality, as the attacker’s model only approx-
imates the intermediate features. In contrast, major modifications,
including reordering layers, adding non-linear transformations, or
changing feature dimensionality, can significantly disrupt feature
alignment, often rendering the attack ineffective. The greater the
architectural divergence, the harder it becomes for the attacker to
reconstruct meaningful data, highlighting architectural modifica-
tions as a viable defense mechanism.

For the optimization-based attack, the attacker refines a dummy
image using a pseudo-whitebox client model to match the target
intermediate outputs. Significant architectural modifications dis-
rupt this alignment, degrading accuracy or making optimization
infeasible. Similarly, in the training-based attack, the attacker trains
a decoder to map the client’s intermediate outputs back to training
data by leveraging a public dataset and a pseudo-whitebox client
model. If the client modifies its architecture, the feature space of the
intermediate outputs shifts, preventing the decoder from generaliz-
ing. However, the attacker could train a functionally similar model,
even without direct knowledge of the client’s architecture [11]. In
this case, the learned mapping remains feasible but still less effec-
tive compared to having full architectural knowledge. Maintaining
or improving attack effectiveness while relaxing the attacker’s as-
sumptions about data or model knowledge remains a challenging
but important direction for further research.

A.2 Discussion on the Application of DP-SGD
in Split Learning for Fine-Tuning Stable
Diffusion Models

We evaluate the use of differentially private stochastic gradient de-
scent (DP-SGD) citeabadi2016dp as a general defense for protecting
Stable Diffusion against data reconstruction attacks during its split
fine-tuning. We implement (𝜀, 𝛿)-DP using the DP-SGD library in
PyTorch, Opacus [41], for both training and privacy accounting [5],
setting the target failure probability to 𝛿 = 10−5. By adjusting the
noise multiplier 𝜎 in Opacus, which controls the amount of noise
added to gradients, the framework provides an estimate of 𝜀 using
the Rényi differential privacy [24] accountant. We present attack
performance under different noise multiplier 𝜎 settings in Fig. 12,
along with the corresponding evolution of 𝜀 in Fig. 13. On top
of Fig. 10, we also overlay the CLIP score and CLIP directional
similarity for checkpoints fine-tuned with DP-SGD using 𝜎 = 20,
as shown in Fig. 14.

The attack performance under DP-SGD fine-tuning remains
largely unaffected, regardless of the privacy budget 𝜀. Even with
strong privacy protection given by low 𝜀 (high noise multiplier 𝜎),
the reconstructed images still retain distinguishable object shapes
and textures, indicating that DP-SGD does not effectively prevent
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Figure 12: Reconstructed duck toy images from attacks un-
der DP-SGD fine-tuning with varying levels of added noise.
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Figure 13: Estimate of 𝜀 during DP-SGD fine-tuning for dif-
ferent noise multipliers 𝜎 , with 𝛿 = 10−5.

data reconstruction in split learning. This aligns with a fundamen-
tal limitation of DP-SGD in this split fine-tuning setting: it applies
noise to gradients rather than directly perturbing the intermediate
outputs. Since split fine-tuning transmits unaltered intermediate ac-
tivations to the server, the added noise in gradient updates does not
sufficiently disrupt the reconstruction process. As a result, while DP-
SGD may protect model parameters and prevent gradient-based
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privacy attacks, it does not mitigate leakage from intermediate
representations, leaving split learning models vulnerable to data
reconstruction attacks from intermediate outputs.
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Figure 14: Themodel utility when applying DP-SGD for fine-
tuning Stable Diffusion on the duck toy dataset.

A.3 More Results on Impact of Defenses on
Model Utility and Training Efficiency

Table 4 and Fig. 15 present the impact of different defenses on model
utility during the fine-tuning of Stable Diffusion on the brain MRI
dataset, serving as a complementary analysis to Fig. 10 in Section 5.

Defense CLIP Score CLIP Directional Similarity

No Defense 33.9729 0.014
NoPeek 33.489 -0.002
NoiseDefense 30.9157 0.0066
Ours 32.7914 0.0393

Table 4: Model utility, measured by CLIP score and CLIP di-
rectional similarity, when applying different defenses after
250 fine-tuning steps on brain MRI images.

To assess the impact on other models and datasets, we present
additional results in Fig. 16, which shows the increase in model
accuracy and the decrease in training loss over time for two smaller
models, ResNet-18 [12] and ViT [6]. In these cases, the CIFAR-
10 [19] and Mini ImageNet [4] datasets are used, both of which
are much larger in scale compared to the DreamBooth dataset em-
ployed for fine-tuning Stable Diffusion. In Fig. 16a, we can see that
both NoiseDefense and our defense caused a 3.0% drop in ultimate

To
ta

l E
la

ps
ed

 T
im

e 
(s

)

0

200

400

No NoPeek NoiseDefense Ours

Figure 15: Total elapsed time when applying different de-
fenses after 250 fine-tuning steps on brain MRI images. Our
defense has caused a slight slowdown of 3.97%.

accuracy, while NoPeek achieved similar accuracy compared to
having no defense. However, NoPeek drastically slowed down the
training process because the pairwise distance correlation included
in their loss function requires significant computation, especially
for high-dimensional input and smashed data.

The gap between the impact of different defenses becomes more
apparent in the more complex model shown in Fig. 16b. Even after
the fine-tuning is complete, we observed that NoPeek experienced
only a 19.46% drop in loss while taking approximately 16× longer.
This could be due to an imbalance between the weights of the dis-
tance correlation loss and the classification loss in the loss function.
Similarly, in the case of NoiseDefense, a fixed noise scale can have
completely different effects on the two models, resulting in a 36%
lower drop in loss compared to having no defense for ViT. There-
fore, it is important carefully tune the hyperparameters in these
two defenses to achieve optimal performance. Overall, our defense
with adaptive dropout rates for different models and data has the
least impact on model utility compared to other defenses.
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Figure 16: The impact of different defense strategies on the
fine-tuning of two smallermodels with larger datasets. Each
circle along the blue curve in (b) represents the loss for each
step in the fine-tuning process.

A.4 More Results on the Effectiveness of
Defenses against Data Reconstruction
Attacks

Fig. 17 provides additional examples of reconstructed images
from the optimization-based attack on brain MRI dataset, serving
as a complementary analysis in Section 4.1.
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GT.

Opt.

Figure 17: Additional reconstructed images from the optimization-based attack (Opt.) on the Brain MRI dataset. The Stable
Diffusion model is split after DownBlock 1.

GT.
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Figure 18: Additional comparisons of reconstructed images from the training-based attack (Tra.) using different defensemech-
anisms on the Brain MRI dataset.

Fig. 18 provides additional examples of reconstructed brain MRI
images from the training-based attack under different defenses, serv-
ing as a complementary analysis to Fig. 11 and Table 3 in Section 5.
The increased complexity of MRI images reduces the effectiveness
of the training-based attack compared to subject-oriented or face
datasets.

Table 5 presents quantitative evaluations for attacks on the duck
toy dataset, serving as a complementary analysis to Fig. 11 and Ta-
ble 3 in Section 5.

Duck toy

Attack Defense MSE↑ LPIPS↑ PSNR↓ SSIM↓

Opt.

No Defense 0.7250 0.7093 1.6961 -0.0653
NoPeek 0.6583 0.7266 1.8759 -0.1442
NoiseDefense 0.7676 0.7846 1.6615 -0.0652
Ours 0.7907 0.8010 1.8712 -0.1379

Tra.

No Defense 0.1674 0.7637 7.9482 0.3181
NoPeek 0.1504 0.7492 8.4165 0.4026
NoiseDefense 0.2001 0.7951 7.1373 0.1294
Ours 0.1708 0.7900 7.8887 0.3707

Table 5: Evaluation of different defensemechanisms against
optimization-based attack (Opt.) and training-based attack
(Tra.) on duck toy images.
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